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Offline Model-based RL via Conservatism

Out-of-support regions

Conservative policy
Large penalty [1] or
constraints [2]

The regions might have
extrapolation error

Conservatism guarantees the lower-bound
performance of the learned policy, but also
limits the upper-bound performance.

[1]Yu, Tianhe, et al. "Mopo: Model-based offline policy optimization." arXiv preprint arXiv:2005.13239 (2020).
[2] Kidambi, Rahul, et al. "Morel: Model-based offline reinforcement learning." arXiv preprint arXiv:2005.05951 (2020).



Our Research Question

Out-of-support regions Out-of-support regions

Can we the handle the decision-making problem in out-of-
support regions directly?
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Out-of-support regions

If we can construct a dynamics model set with as many as possible dynamics transitions in 
out-of-support regions and learn to adapt each of them via an adaptable meta policy, 

then we can make reasonable decisions in out-of-support regions via adapting the meta 
policy in the real world.
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-> MAPLE: Offline Model-based Adaptable Policy Learning



Dynamics models + Meta policy

An environment-parameter extractor 𝑧! = 𝜙(𝑠! , 𝑎!"#, 𝑧!"#)

An adaptable policy

1. construct a dynamics model set with as many as possible dynamics transitions in out-of-
support regions.

2. learn to adapt each of them via an adaptable meta policy

Construct as many as possible dynamics models 𝜌(𝑠$|𝑠, 𝑎) to
imitate the transitions in the dataset 𝐷 -> 𝒯 = {𝜌(𝑠$|𝑠, 𝑎)}

𝑎! ∼ 𝜋%(𝑎|𝑠) = 𝜋(𝑎|𝑠, 𝜙(𝑠! , 𝑎!"#, 𝑧!"#))



Dynamics models + Meta policy

An environment-parameter extractor 𝑧! = 𝜙(𝑠! , 𝑎!"#, 𝑧!"#)

An adaptable policy

1. construct a dynamics model set with as many as possible dynamics transitions in out-of-
support regions

2. learn to adapt each of them via an adaptable meta policy

Construct as many as possible dynamics models 𝜌(𝑠$|𝑠, 𝑎) to
imitate the transitions in the dataset 𝐷 -> 𝒯 = {𝜌(𝑠$|𝑠, 𝑎)}

Constraints* 1. K-branch rollout
2. Reward penalty 𝑈(𝑠, 𝑎, 𝑠′)

* In practice, it is impractical to recover all possible transitions for robust adaptable policy training in all
out-of-support regions. Therefore, similar reward penalty and truncated trajectory rollout as MOPO [1]
(one SOTA algorithm to learn a conservative policy) are adopted but the coefficients are more relaxed.

𝑎! ∼ 𝜋%(𝑎|𝑠) = 𝜋(𝑎|𝑠, 𝜙(𝑠! , 𝑎!"#, 𝑧!"#))

[1] Yu, Tianhe, et al. "Mopo: Model-based offline policy optimization." arXiv preprint arXiv:2005.13239 (2020).



Dynamics models + Meta policy -> ability to go to out-of-support
regions for offline RL

Case N

↑
-> si --

probe
take an action which might
reach out-of-support regions
via the representation of 𝑧.

𝑎! = 𝜋(𝑠!, 𝑧!)

…
Case 2

Case 1

Interactions -> si+1

Case N

…
Case 1policy set

(embedded via 𝑧)

↓
-- ai ->

reduce
Update the representation of
context until 𝑧 is converged:

𝑧!"# = 𝜙(𝑠!"#, 𝑎!, 𝑧!)

Deployment env

…

Case k

Repeat until
𝑧 is converged
and then meta-
policy is reduced 
to a single policy

Phases

--> -->

Deployment env
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Comparative Evaluation
D4RL (Fu et al. 2020)

MAPLE reaches the best performance among the SOTA model-based 
conservative policy learning algorithms in 10 out of the 12 tasks. 



The ability of decision-making in out-of-support regions

Increase the model-set size is significantly 
helpful to find a better and robust adaptable 
policy via expanding the exploration boundary.



MAPLE-200: MAPLE with large size (i.e., 200) of dynamics model set

In all of the tasks, MAPLE-200 reaches at least 
similar performance to MAPLE. In the tasks like 

Walker2d-med-expert, HalfCheetah-mixed, Hopper-
medium, and Hopper-med-expert, the performance 

improvement of MAPLE-200 is significant. 



Take-home Message

KEY point:

Dynamics models + Meta policy give the ability for offline RL to go to out-of-support regions.

Future work:

1. Generalization ability of the environment-context extractor with limited dynamics model.
2. Efficient/diverse dynamics model set generation process.



>> Thanks


