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Sim2Real Transfer for Reinforcement Learning

Simulator Real world
Reality gap

Setting:
1. Target: We would like to train an agent to maximize the rewards in the real world. 
2. Query online samples in the real world are costly.
3. We have a simulator that is used to simulate the real world. 
4. But the simulator has reality gaps to the real world.

costly



Sim2Real Transfer for Reinforcement Learning
Derived Setting:
1. Target: We would like to train an agent to maximize the rewards in the real world. 
2. Query online samples in the real world are costly.

1. Different attitudes to “costly”.
1. Allow a few online samples (e.g., several steps or one episode) before

deployment.
2. Allow zero extra querying before deployment.

2. Other sources of data?
1. We have an offline dataset (collected by a human/rule-based policy).
2. We have no extra real-world dataset.

3. We have a simulator that is used to simulate the real world. 
1. What is the ability of the simulator?

1. Configurable (e.g., generate dynamics models with different friction coefficients)?
2. Renderable (e.g., state -> image)?

4. But the simulator has reality gaps to the real world.
1. The source of the gaps.

1. Observations
2. Dynamics models
3. Reward function (e.g., different tasks)
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Domain Randomization for Sim2Real RL 
Derived Setting:
1. Target: We would like to train an agent to maximize the rewards in the real world. 
2. Query online samples in the real world are costly.

1. [-] Different attitudes to “costly”.
1. Allow a few online samples (e.g., several steps or one episode) before deployment.
2. Allow zero extra querying before deployment.

2. [-] Other sources of data?
1. We have an offline dataset (collected by a human/rule-based policy).
2. We have no extra real-world dataset.

3. We have a simulator that is used to simulate the real world. 
1. What is the ability of the simulator?

1. [√] Configurable (e.g., generate dynamics models with different friction coefficients)?
2. [-] Renderable (e.g., state -> image)?

4. But the simulator has reality gaps to the real world.
1. [√] The source of the gaps.

1. Observations
2. Dynamics models
3. Reward function (e.g., different tasks)
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Domain Randomization for Sim2Real RL 

Simulator Real world
Reality gap

costlyObservation
Dynamics models

Rewards

Simulator set

Config different simulators
in the parameter space

with reality-gap

Universal policy
Or

Meta policy

Maximize reward in
the simulator set

Deploy the policy

implicit assumption: the environment parameters of the simulators cover the one in the
real world.

-> the meta-policy or universal policy would make reasonable decisions in the real world



CAD2RL: Real single-image flight without a single real image

Indoor navigation and collision avoidance 



CAD2RL: Real single-image flight without a single real image

Learning Architecture 

- Policy representation: 𝜋 𝑎 𝐼 → 𝑣

-> velocity command 
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CAD2RL: Real single-image flight without a single real image

Learning Architecture 

- Policy Learning: 𝜋 𝑎 𝐼
- Q(l|I,a)

- Pretrain -> free space detection
- 𝜋(𝐼) = arg max 𝑄(𝐼, 𝑎)
- RL: update Q via MC rollout follow 𝜋

H-branch : H = 5
Random reset: random location and with random 
orientation and generate a rollout of size 



CAD2RL: Real single-image flight without a single real image

Domain Randomization

1. furnitures: We use furnitures with various type and size to populate the hallways.
2. textures : The walls are textured with randomly chosen textures(e.g. wood, metal, 
textile, carpet, stone, glass, etc.), and illuminated with lights that are placed and oriented 
at random.
3. viewpoints : In order to provide a diversity of viewpoints, we render pretraining images 
by flying a simulated camera with randomized height and random camera orientation.



CAD2RL: Real single-image flight without a single real image

Domain Randomization

1. furnitures: We use furnitures with various type and size to populate the hallways.
2. textures : The walls are textured with randomly chosen textures(e.g. wood, metal, 
textile, carpet, stone, glass, etc.), and illuminated with lights that are placed and oriented 
at random.
3. viewpoints : In order to provide a diversity of viewpoints, we render pretraining images 
by flying a simulated camera with randomized height and random camera orientation.
4. tasks: represent a variety of structures that can be seen in real hallways, such as long 
straight or circular segments with multiple junction connectivity, as well as side rooms with 
open or closed doors 



CAD2RL: Real single-image flight without a single real image

Experiment
- Realistic Environment Evaluation 

CAD2RL is able to maintain a collision-free flight of 
1.2 kilometers in about 40% of the cases, and 
substantially out- performs the model that is simply 
trained with supervised learning to predict 1 meter of 
free space in front of the vehicle (FS-pred) and SOTA
algorithm LRS (a supervised learning algorithm). 



CAD2RL: Real single-image flight without a single real image

Experiment
- Real World Flight Experiments 

We ran experiments in two different 
buildings, Cory Hall and SDH (Sutardja Dai 
Hall), both located on the UC Berkeley 
campus. 

CAD2RL experienced fewer collisions and 
has longer expected safe flight. This 
suggests that the CAD2RL policy makes 
fewer mistakes and is more robust to 
perturbations and drift. 



Sim-to-Real Transfer of Robotic Control with Dynamics Randomization 

Task: Robotic Control

1. Action: 7-DOF Fetch Robotics arm 
2. Task: The goal for each episode specifies a random target position on the table that the puck 

should be moved to. The reward is binary with r = 0 if the puck is within a given distance of the 
target, and r = −1 otherwise. 

3. State: The state is represented using the joint positions and velocities of the arm, the position of 
the gripper, as well as the puck’s position, orientation, linear and angular velocities. 



Sim-to-Real Transfer of Robotic Control with Dynamics Randomization 

Realty gap in dynamics-parameter space

Given the same target trajectory, the pose 
trajectories of the simulated and real 
robot differ significantly, with varying 
degrees of mismatch across joints. 



Sim-to-Real Transfer of Robotic Control with Dynamics Randomization 

Dynamics Randomization



Sim-to-Real Transfer of Robotic Control with Dynamics Randomization 

Adaptive Policy Training

RNN: Learn to
represent the
environment



Sim-to-Real Transfer of Robotic Control with Dynamics Randomization 

Experiments

Sim Real



A Solid Application!Solving Rubik’s Cube with a Robot Hand

More details: https://zhuanlan.zhihu.com/p/89312919



Table of Contents

1. Sim2Real Transfer for Reinforcement Learning

2. Domain Randomization for Sim2Real RL 

3. Domain Adaptation for Sim2Real RL

4. Our work: Cross-Modal Domain Adaptation with Sequential structure (CODAS)



Domain Adaptation for Sim2Real RL 
Derived Setting:
1. Target: We would like to train an agent to maximize the rewards in the real world. 
2. Query online samples in the real world are costly.

1. [-] Different attitudes to “costly”.
1. Allow a few online samples (e.g., several steps or one episode) before deployment.
2. Allow zero extra querying before deployment.

2. Other sources of data?
1. [√] We have an offline dataset (collected by a human/rule-based policy).
2. [x] We have no extra real-world dataset.

3. We have a simulator that is used to simulate the real world. 
1. [-] What is the ability of the simulator?

1. Configurable (e.g., generate dynamics models with different friction coefficients)?
2. Renderable (e.g., state -> image)?

4. But the simulator has reality gaps to the real world.
1. [-] The source of the gaps.

1. Observations
2. Dynamics models
3. Reward function (e.g., different tasks)
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Reality gap

Observation
Dynamics models
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policy
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costly
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the gap of the simulator

Use the adapter to fill up the gap based on the policy behavior

The adapter can be designed in many different ways:
𝜋 𝑎 𝐴𝑑𝑎𝑝𝑡 𝑜!|𝑜" , 𝜋 𝑎 𝑠 + 𝐴𝑑𝑎𝑝𝑡(𝑎|𝑠)

𝑇 𝑠# 𝑠, 𝑎 + 𝐴𝑑𝑎𝑝𝑡 𝑠#|𝑠, 𝑎
…



Domain Adaptation for Sim2Real RL 

Simulator Real world
Reality gap

Observation
Dynamics models

Rewards

Offline Dataset

Adapter

policy

train

costly

Use the adapter to fill up
the gap of the simulator

Use the adapter to fill up the gap based on the policy behavior

The adapter can be designed in many different ways:
𝜋 𝑎 𝐴𝑑𝑎𝑝𝑡 𝑜!|𝑜" , 𝜋 𝑎 𝑠 + 𝐴𝑑𝑎𝑝𝑡(𝑎|𝑠)

𝑇 𝑠# 𝑠, 𝑎 + 𝐴𝑑𝑎𝑝𝑡 𝑠#|𝑠, 𝑎
…



Virtual to Real Reinforcement Learning for Autonomous Driving

Observation gap in autonomous driving



Virtual to Real Reinforcement Learning for Autonomous Driving



Virtual to Real Reinforcement Learning for Autonomous Driving



Sim-to-Real Transfer with Neural-Augmented Robot Simulation

Dynamics gap in robotics



Sim-to-Real Transfer with Neural-Augmented Robot Simulation

Neural-Augmented Robot Simulation



Sim-to-Real Transfer with Neural-Augmented Robot Simulation

Experiment:
- MuJoCo



Sim-to-Real Transfer with Neural-Augmented Robot Simulation

Experiment:
- MuJoCo
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- Physical Robot



Sim-to-Real Transfer with Neural-Augmented Robot Simulation

Experiment:
- Physical Robot

1. hit detection is not perfect (as in simulation) and since not every hit gets 
detected the reward is sparser

2. since the attacker robot frequently gets their sword stuck in the opponent, in 
themselves, or in the environment, exploration is not as easy as in simulation



Learning to Drive from Simulation without Real World Labels

Overall framework

Learn a latent space to represent
The observations in the two domains



Learning to Drive from Simulation without Real World Labels

Two directions generator



Learning to Drive from Simulation without Real World Labels

Two directions generator： Image Reconstruction Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator： Image Reconstruction Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator： Cyclic Reconstruction Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator：Control Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator：Adversarial Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator：Perceptual Loss 



Learning to Drive from Simulation without Real World Labels

Two directions generator：Latent Reconstruction Loss 



Learning to Drive from Simulation without Real World Labels

Experiment



Learning to Drive from Simulation without Real World Labels

Experiment



VR Goggles for Robots: Real-to-sim Domain Adaptation for Visual Control

Observation adaptation for indoor-robot and outdoor autonomous driving



VR Goggles for Robots: Real-to-sim Domain Adaptation for Visual Control

VG Goggles

CycleGAN



VR Goggles for Robots: Real-to-sim Domain Adaptation for Visual Control

VG Goggles

Semantic Loss



VR Goggles for Robots: Real-to-sim Domain Adaptation for Visual Control

Experiment



Domain Randomization and Domain Adaptation are not Mutually Exclusive

[1] DARLA: Improving Zero-Shot Transfer in Reinforcement Learning 

[2] Sim-to-Real via Sim-to-Sim: Data-efficient Robotic Grasping via Randomized-to-Canonical Adaptation Networks

[3] Meta Reinforcement Learning for Sim-to-real Domain Adaptation
[4] Unsupervised Domain Adaptation with Dynamics-Aware Rewards in Reinforcement Learning
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The Framework of Unsupervised Domain Adaptation in Sim2Real RL

Fig. An example of reality-gap which is the core
challenge in Sim2Real RL [1]

𝑠!

𝑜!

𝑠"𝑜"

𝑠 ∼ map∗(𝑠|𝑜)

map∗ = min
$%&

Dist'((SimData||map(RealData))

-> trained via GAN-style algorithms

Fig.The framework of Unsupervised DomainAdaptation for
Sim2Real RL

Unsupervised domain adaptation (UDA) learns a mapping function to align the 
data distribution of the source and the target domain to handle the challenge of

reality-gap on observation-space for Sim2Real RL



Cross-Modal UDA: A cost-efficient Framework for Sim2Real RL

RealSimPolicy

Image-to-image
UDA

s = {
“Pos of left hand”: [p1,p2,p3],
“Pos of right hand”: [p4,p5,p6],
“Pos of target”: [p7,p8,p9],
…….
}

Cross-modal
UDA

Image-to-image UDA introduce three extra cost, which is
ignored in discussion in previous work.
1. human labor of building a visual simulator
2. huge computation resource required by running the simulator
3. inferior policy training on visual simulator 

Can be solved in Cross-modal UDA



Ill-posedness of the raw objective in current UDA solutions

Fig. An example of ill-posedness of the distribution
minimization objective in current UDA algorithms

Fig. A toy example of ill-posed UDA

Since 𝑠) and 𝑠)′ have similar probabilities, mapping an 
instance 𝑜) to anywhere of a similar probability in the source 
domain is “reasonable” if we only consider distribution 
matching. 

In image-to-image UDA, current methods rely on additional 
constraints on modality consistency to handle the problem
implicitly
- special model structure [2], e.g. U-Net, Cycle-GAN;
- auxiliary losses, e.g. geometry consistency [3]; 

However, these constraints cannot hold anymore in Cross-
modal UDA setting.

Our research question: Can we handle the ill-posedness of the
objective directly?
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Any other potential way to handle the ill-posedness of the objective?

If we can make use of the sequential structure in the Markov Decision Processes,
the historical information will give us the ability to identify the difference between 𝑠$′ and 𝑠$,

then the proposed ill-posedness of the objective will be fixed.



Reformulate the objective of UDA in RL based on the framework of
variational inference

Fig. The generation and inference process of UDA based on the framework of
variational inference



Differentiable Optimization Objectives

Reconstruction loss

Trajectory-distribution mismatch loss

Discriminator loss



Embedded Dynamics Model for Stable Training 
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Comparative Evaluation in MuJoCo Tasks

For all of the tasks, CODAS can map the correct states (i.e., with the smallest MSE-loss to 
the oracle states) and the performance of the deployment policies reach reasonable 

performance (75%~100%)



Visualization of the Learned Mapping on MuJoCo Tasks 

Fig. A visual illustration of (a) original images, (b) reconstructed images, and (c) re-rendered images of the 
mapped states in Hopper. 

Both reconstructed images and re-rendered images match the original ones well. Re-
rendered images can even match the original ones well in the last falling frames which 

are sparse in the dataset. 



Performance on Robot Hand Manipulation Tasks 

In three out of four tasks, CODAS yields reasonable mapping functions for policy deployment.



Take-home Message

KEY point: 

The Formulation of Variational Inference which considered the sequential structure in MDP can 
handle the ill-posedness of the objective and solve the UDA problem without relying on the 
knowledge of modality consistency.

Future work: 

1. CODAS solve the UDA problem in a general way, it can be adopted to image-to-image 
UDA in theory;

2. If the ill-posedness of the CODAS objective still exist?
3. In the current formulation, we assume the policies/dynamics in the source and target 

domains are the same, which might not hold in real-world applications. By modeling the 
mismatching of dynamics models and data-collected policies into the CODAS framework, 
we can build a more practical UDA algorithm.



>> Thanks


