
Background and Motivation
Challenges of Model-based Offline

RL

The extrapolation errors of learned dynamics
models will mislead the direction of policy

learning.

Model-based Offline RL via
Conservatism

Conservatism guarantees the lower-
bound performance of the learned policy,

but also limits the upper-bound
performance.

Our Research Question

Can we the handle the decision-
making problem in out-of-support 

regions directly?

Experiment results and Discussion
Comparative Evaluation on Benchmark Tasks

We first test MAPLE in standard offline RL tasks with D4RL datasets [3].

The performance of MAPLE on 7 tasks is better than other SOTA algorithms. 
Besides, MAPLE reaches the best performance among the SOTA model-based 

conservative policy learning algorithms in 10 out of the 12 tasks.

Ability of adaptable policy in out-of-support
regions

Increase the model-set size is significantly helpful to find a 
better and robust adaptable policy via expanding the exploration 

boundary.

MAPLE with large dynamics model set

In all of the tasks, MAPLE-200 reaches at least similar performance to MAPLE. 
In the tasks like Walker2d-med-expert, HalfCheetah-mixed, Hopper-medium, and 
Hopper-med-expert, the performance improvement of MAPLE-200 is significant. 

Conclusion and Take-home Messages

MAPLE gives another direction to handle the offline 
model-based learning problem: Learn to adapt in out-of-
support regions. 

Future work:

1. Generalization ability of the environment-context 
extractor with limited dynamics model.

2. Efficient/diverse dynamics model set generation
process.

MAPLE: Offline Model-based Adaptable Policy Learning

Offline Model-based Adaptable Policy Learning
An ideal solution, named probe-reduce paradigm, and its practical implementation for decision-making

in out-of-support regions
Training Deployment

[1] Yu, Tianhe, et al. "Mopo: Model-based offline policy optimization." arXiv preprint arXiv:2005.13239 (2020).
[2] Kidambi, Rahul, et al. "Morel: Model-based offline reinforcement learning." arXiv preprint arXiv:2005.05951 (2020).
[3] Fu, Justin, et al. "D4rl: Datasets for deep data-driven reinforcement learning." arXiv preprint arXiv:2004.07219 (2020).

Practical implementation: learn
the dynamics model set via
ensemble techniques

Practical implementation:
Learn an adaptable
meta-policy (based on an
RNN context extractor).

Practical implementation: feed the interaction trajectory 𝜏!:# in the
deployment environment to the RNN context extractor and infer the
environment-context for each timestep 𝑡. Repeat until the context is
converged to 𝑧 then we find the optimal policy 𝜋(𝑎|𝑠, 𝑧)


